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—AI 4 Good–

 

AI for Good” is a mindset that focuses on the process of data-driven decision-making in business 
and society. 

 
Artificial Intelligence can best be categorized and analyzed by its outcomes: AI can potentially be 
used to act, to predict, to learn, to create, to relate, and/or to master. 
 
The ethical implications of “AI” are not simple questions of right and wrong, but of appropriate 
use that depend on each area of application. In developing this premise, we review different 
angles of personal privacy, human agency, managerial accountability and implicit bias that 
condition how we evaluate the impact of information technology. 
 
In the articles reviewed below, the authors both discuss the difficulties of defining the concept 
of “AI for Good” and propose a variety of frameworks designed to help organizations enlist AI 
to positively impact markets and industries. 
 
They point out that ethical assessments are culturally and temporally bound, and that each new 
application of AI brings about new ethical challenges and opportunities. 
 
They also develop the idea that AI technologies impact different segments of the economy 
differentially and suggest that AI for Good is less about the technology than about developing 
human potential whether it be within an organization or within society. 

 

 

 

• How AI will revolutionize the practice of law — The Brookings Institution 
 
In this commentary for the Brookings Institute, John Villasenor argues that law firms that leverage 
AI technologies will be able to offer services at lower cost, higher efficiency, and with more favorable 
outcomes in litigation. 
 
He suggests that such technological innovation will spur the creation of new legal tech companies, 
as well as new opportunities to use AI for more fully automated provision of legal services. 
 
He concludes, however, that while AI will fundamentally reshape the landscape of legal services, by 
leveling the playing field, it will underscore the importance of the human element in the practice of 
law. 
 
 
 

“ 

https://www.brookings.edu/blog/techtank/2023/03/20/how-ai-will-revolutionize-the-practice-of-law/
https://www.linkedin.com/company/the-brookings-institution/


• A new AI lexicon: social good—Medium/AI Now Institute 
 
This guest post by Doaa Abu-Elyounes and Karine Gentelet reviews the challenges of defining AI 
as ethical, responsible, or good. 
 
These definitions often judge AI technology’s social impact as a whole, even though the applications 
have very different impacts on different groups of society. 
 
The essay highlights the lack of substance inherent to the many initiatives surrounding “AI for good”; 
the various contributions to date are characterized as often broad, aspirational, and hollow, they 
tend to focus on neglected societal needs.and they often differentiate between economic impact 
and the societal impact and advantages. 
 
They conclude with a call for a more nuanced approach that examines how each AI system impacts 
disadvantaged and marginalized groups. 
 
 
 

• AI should augment human intelligence, not replace it—Harvard Business 

Review 
 
In this HBR contribution, David De Cremer and Garry Kasparov develop their vision of how human 
intelligence can work with artificial intelligence to produce augmented intelligence. 
 
They begin by suggesting that AI and human beings bring different strengths to the table: AI-based 
machines are fast, more accurate, and consistently rational, where human beings are often intuitive, 
emotional, and culturally sensitive. 
 
They suggest that augmented intelligence bring together the strengths of each, and that the process 
of how players and computers interact determines how efficient the result will be. 
 
Their recommendation is to anticipate how artificial intelligence will impact how humans think and 
act, and work to integrate the new technologies ambitiously and strategically into organizations. 
 
 
  

https://medium.com/a-new-ai-lexicon/a-new-ai-lexicon-social-good-c71edab270d3
https://hbr.org/2021/03/ai-should-augment-human-intelligence-not-replace-it


• Achieving a “Good AI Society”: Comparing the aims and progress of the 
EU and the US—Social Science Research Network—SSRN 

 
This article, authored by the Oxford Internet Institute, provides a comparative analysis of the 
European Union (EU) and the United States’ (US) AI strategies and considers (i) the visions of a 
“Good AI Society” that are forwarded in key policy documents and their opportunity costs (ii) the 
extent to which the implementation of each vision is living up to stated aims and (iii) the 
consequences that these differing visions of a “Good AI Society” have for transatlantic cooperation. 
 
The authors conclude by comparing the ethical desirability of each vision and identify areas where 
the EU, and especially the US, need to improve in order to achieve ethical outcomes and deepen 
cooperation. 
 
 
 

• Sustainability applications for artificial intelligence—Sustainability Mag 
 
Professor Ong Yew Soon (Chief Artificial Intelligence Scientist, A*STAR, President’s Chair 
Professor of Computer Science, NTU) and Dr. Lim Keng Hui (Assistant Chief Executive Science 
and Engineering Research Council A*STAR) give their views on how artificial intelligence 
technologies can be applied to meet the demand for sustainability. 
 
While the use of AI has an impact on CO2 emission and power consumption, it can still provide 
solutions to reduce one’s carbon footprint and reduce power consumption. 
 
To achieve this, researchers are looking to improve the learning process of the AI by selecting 
relevant learning models for the algorithm. 
 
Another area of research is neuromorphic computing. 
 
Researchers are trying to apply the workings of the human brain into algorithms to improve them. 
The lines of research are not limited to improving the algorithms. 
They also allow improving the consumption and distribution of natural resources. For this, AI is used 
in agri-food activities (increasing yields…) or in energy production. 
 
 
 

• 7 ways AI could restore trust in public services—World Economic Forum 
 
Government agencies generate and manage millions of pieces of data annually. 
This volume of data multiplies the risk of fraud or misallocation of resources (financial or human). 
But to curb these problems, the government is deploying AI. 
 
The use of AI will reduce fraud and errors in the tax system and public finances as well as improve 
the allocation of financial resources. 
 
Another area of improvement will be the detection of fraud in subsidies or the improvement and 
automation of public services. 
 
But also in the prediction of public health crises. To achieve this, the states are supported by data 
scientists, civil servants and policy-makers. 
 
 
 

https://papers.ssrn.com/sol3/Delivery.cfm/SSRN_ID3926093_code3765712.pdf?abstractid=3851523&mirid=1
https://papers.ssrn.com/sol3/Delivery.cfm/SSRN_ID3926093_code3765712.pdf?abstractid=3851523&mirid=1
https://sustainabilitymag.com/sustainability/sustainability-applications-for-artificial-intelligence
https://www.weforum.org/agenda/2021/01/ai-trust-public-services/


 
 

• AI in support of the circular economy: Ethical considerations and a path 
forward—Social Science Research Network—SSRN 

 
Since 2018, the use of digital tools (AI, blockchain, robotics, NLP…) for the transition to a circular 
economy (CE) is growing rapidly. 
 
This is due to the fact that these technologies are capable, either automatically or semi-
automatically, to be able to process large volumes of data to make inferences, predictions, generate 
content and even make decisions in place of human beings. 
 
With the integration of AI in CE, this allows the production and maintenance of circular products. But 
also, AI allows developing new business models, to improve recycling structures and processes 
(sorting, reuse, revalorization). 
 
It is also a better management of energy resources (for example management of consumption in 
the data center). 
 
The use of AI within the circular economy is not without risk. It brings ethical risks. These risks 
concern the misuse of private data, the risk of implementing biases in the algorithms. 
 
But also risks of exclusion and economic inequalities as well as environmental risks because of a 
misuse of AI. 
 
 
 

• Artificial Intelligence for Social Good—Association of Pacific Rim 
Universities (APRU) 

 
“The realization of social good by AI is effective only when the government adequately sets rules for 
appropriate use of data.” 
 
This report, written by the Association of Pacific Rim Universities (APRU), is a compendium of 
multidisciplinary studies (philosophy, religion, sociology and technology) carried out by researchers 
from the Asia-Pacific region (Australia, Korea, Hong Kong, India, Singapore, Thailand).  
 
With their recommendations, the researchers aim to create an enabling environment and 
governance framework for governments and technology companies. 
 
Contents: 
1. Introduction 

• Appendix 1: Summaries of Papers and Policy Suggestions;  
• Appendix 2: Project History.  
 

2. Philosophical point of view for social implementation  
• AI for Social Good: Buddhist Compassion as a Solution;  
• Moralizing and Regulating Artificial Intelligence: Does Technology Uncertainty and 
Social Risk Tolerance Matter in Shaping Ethical Guidelines and Regulatory 
Frameworks?  
• Definition and Recognition of AI and Its Influence on the Policy: Critical Review, 
Document Analysis and Learning from Histor.  
 
 
 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4080909&dgcid=ejournal_htmlemail_centre%3Afor%3Adigital%3Aethics%3A%28cede%29%3Aresearch%3Apaper%3Aseries_abstractlink
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4080909&dgcid=ejournal_htmlemail_centre%3Afor%3Adigital%3Aethics%3A%28cede%29%3Aresearch%3Apaper%3Aseries_abstractlink
https://apru.org/resource/artificial-intelligence-for-social-good/


3. Institutional and technological design development through use of case-based discussion  
• Regulatory Interventions for Emerging Economies Governing the Use of Artificial 
Intelligence in Public Functions; 
• AI Technologies, Information Capacity and Sustainable South World Trading; 
• Governing Data-driven Innovation for Sustainability: Opportunities and Challenges of 
Regulatory Sandboxes for Smart Cities.  
 

4. How to expand the capacity of AI to build a better society  
• Including Women in AI-Enabled Smart Cities: Developing Responsible, Gender-
inclusive AI Policy and Practice in the Asia-Pacific Region; 
• AI and the Future of Work: A Policy Framework for Transforming Job Disruption Into 
Social Good for All 

 
 
 

• AI4People’s: 7 AI global frameworks—AI 4 People 
 
In 2020 AI4People has identified seven strategic sectors (Automotive, Banking and Finance, 
Energy, Healthcare, Insurance, Legal Service Industry, Media and Technology) for the deployment 
of ethical AI, appointing 7 different committees to analyze how can trustworthy AI be implemented 
in these sectors: the AI4People’s 7 AI Global Frameworks are the result of this effort. 
 
AI4People is a grouping created in 2018. It brings together personalities, researchers, industries, 
media and governmental organizations.  
 
These personalities want to define the principles, practices and policies to build a “good AI society.” 
 
Contents  
1. Automotive 

a. Abstract  
b. Aims and Scope of this paper  
c. The Guidelines  
d. Conclusion  
e. Ai4people Practical Recommendations for the Automotive Sector  
f. References  
 

2. Banking and Finance 
a. Executive Summary  
b. Overview of ai and its role in banking and finance  
c. Analysis and Recommendations  
d. Final recommendations  
e. References  
 

3. Energy  
a. Introduction  
b. How the Seven Key Requirements Impact the Energy Sector  
c. What the Energy Sector Must Do to be Compliant with the Seven Key Requirements  
d. Conclusion, Practical Recommendation and Obligations  
e. References  

  

https://ai4people.eu/wp-content/pdf/AI4People7AIGlobalFrameworks.pdf


4. Healthcare  
a. Introduction 
b. AI and Healthcare  
c. Risk, Danger and Hazard  
d. Case Studies  
e. General Discussion and Conclusions  
f. References  

 

5. Insurance  
a. Executive summary  
b. Introduction  
c. The impact of ai for the insurance sector overview and key stakeholder segments 
(value chain)  
d. Use-case analysis regarding the 7 key requirements for trustworthy AI  
e. Recommendations for the insurance sector  
f. References  

 

6. Legal Services Industry a. Introduction: scope and remit of the report 
b. Foundational Principles for Responsible use of AI in law  
c. Principles for Responsible Development of AI in Law  
d. Principles for Responsible Employment of AI in Law  
e. Summary of Principles  
f. Bibliography  
 

7. Media and Technology  
a. Abstract  
b. Introduction  
c. Conceptual Framework for AI in Media and Technology Sector  
d. European AI Governance for MTS  
e. Research Questions  
f. Conclusion  
g. Acknowledgements 
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     Business Blog and Website 
https://listentoyourmuse.com/  
 

 

 

 

     LinkedIn 
https://www.linkedin.com/company/ia-muses  
 

 

 

 

     LinkedIn Group 
https://www.linkedin.com/groups/12627306/  
 

 

 

 

       newsletter 
https://www.linkedin.com/newsletters/muse-newsletter-6984537877409865728/  
 

 

 

 

      Mastodon 
https://mastodon.world/@AlexandreMartin_AI_Muse  
 

 

 

 

𝕏 Twitter 
https://twitter.com/musetm_grenoble  
 

 

 

 

     Bluesky 
https://bsky.app/profile/muse-tm.bsky.social 

https://listentoyourmuse.com/
https://www.linkedin.com/company/ia-muses
https://www.linkedin.com/groups/12627306/
https://www.linkedin.com/newsletters/muse-newsletter-6984537877409865728/
https://mastodon.world/@AlexandreMartin_AI_Muse
https://twitter.com/musetm_grenoble
https://bsky.app/profile/muse-tm.bsky.social

	Social Network

